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Intel” VTune™ Amplifier XE

Performance Profiler
Where is my application...

Spending Time?

Function

- Call Stack lz‘

=l algarithm_2 3,560 (I
~. do_xform < | 3.560 (DR

+ algorithm_1 1.412< (I

+# BaseThreadInitThi| 0.000s|

CPU Timew

* Focus tuning on functions taking
time

* See call stacks

» See time on source

* Windows & Linux
* Low overhead
* No special recompiles

Wasting Time? Waiting Too Long?
Wait Timew
. MEM_LOAD...
Line = Wait
—— IIdIe IF'oor |:|0k .Ideal Count
475 £flpst rx, ry, rz =
= - 176,504 [ | 18,277
[ 47¢ iose param = 20000 :
4'}"? float aram“ = (BAZ 84'6815—:- Gid
— —] g4.612< [ 5,489
478 bool neg = (rz < O
* Find cache misses, branch mis- * See locks by wait time

predictions and other inefficiencies Red/Green for CPU

> Tun arnelelin utilization during wait

We improved the performance of the latest
run 3 fold. We wouldn't have found the

problem without something like Intel®
VTune™ Amplifier XE. Claire Cates

Principal Developer, SAS Institute Inc.
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Intel® VTune™ Amplifier XE

Tune Applications for Scalable Multicore Performance

Fast, Accurate Performance
Profiles

. Hotspot (Statistical call tree)
. Call counts (Statistical)

. Hardware-Event Sampling
Thread Profiling

- Visualize thread interactions on
timeline

= Balance workloads
Easy set-up
. Pre-defined performance profiles

= Use a normal production build

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. O

Find Answers Fast
. Filter extraneous data

. View results on the source /
assembly

Compatible

. Microsoft, GCC, Intel compilers

= C/C++, Fortran, Assembly, .NET,

Java

= Latest Intel® processors
and compatible processors’

Windows or Linux

= Visual Studio Integration
(Windows)

. Standalone user i/f and
command line

. 32 and 64-bit

@ Analysis Target

8 Locks and Waits - Locks and Waits /& @
Analysis Type | | i Summary +% Top-down Tree| | BB Tasks

Intel VTune Amplifier XE 2013

Grouping: [Sync Object / Function / Call Stack

Sync Object / Function / Call Stack WL 7 T * P et spin Object Type
Dide @ Poor [0k @Ideal [ Over Endt|| U
[#Sleep 15.147s N 1,517 00125 Constant [L|;
[# Auto Reset Event 0xf6548546 12,405 [ 6,678 0s Auto Reset Event R
emaphore Oxabd63f33 3.061s ) 2,546 s Semaphore S
cal Section (15077 | 1seas| | 5287 W Critical Section :
hkCriticalSection:enter 1.5%4s [. 5,287 1.055s Critical Section S
Selected 1 row(s): 1.594s 5,287 1.055s -

+
—

QECHQ-Qe _24s
wWinMainCRTStartup (| [§
Thread (0xfd4)
Thread (0xaal)
Thread (0xca8)
Thread (0xfeB)
Thread (0:3801

o e S —————
Thvea Concurency (e I O o O 0 O ML G

< ™ [

T e L S SR e (| S T — |?

I N o o N G | | T —
i o T A —
EII i im“ E lll-l i EI“IIIIE" :

Threads

Ruler Area
[v] === User Marks
[¥] ¥ Frame
[#] Threads
[+] @ Running
[w] ] Waits
[¥] duk CPU Time
~7 User Tasks |
Transitions
[#] CPU Usage
ik CPUTime _

»

m

i
[~] [an

—
Filter: 35.8% is shown [100.0%] Smoke.exe || [Al] [AI]

Call Stack Mode: Inline Mode:

T1A32 and Intel” 64 architectures.
Many features work with compatible processors.
Event based sampling requires a genuine Intel” Processor.
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Starting VTune™ Amplifier XE -

The First Time_

alifier XE\Projects\Test - Intel VTune Amplifier

File View Help
‘B k| 2 b S o

First create
a project

Welcome to Intel VTune Amplifier XE 2013

Mew Project...

Open Project. ..

Recent Projects:
b Test
} Tachyonao1z

} Java Mandelbrot
| office 13

} Projects

To start an analysis, dick the toolbar
button New Analysis,

Recent Results:
} rosohs
} roozhs
} o1ohs
} rotths
} rotzhs
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Specify optional app to launch

sampl - Project Propertie

Target | Search Directories

Target type |Profile System

v/

Indicate if you
want to start

an app
Profile Sysj,qttach to Ip;ocess \

Configure si Profile System
a whole instead of particular applications or precesses. Press F1 for more details.

[] Automatically resume collection after (sec):

[] Automatically stop collection after (sec):

1@ Store result in the project directory:  C\Users\gearlet\Documents\Amplifier XE\Projects\sampl

() Store result in (and create link file ta) another directory

ChlUsers\gcarlet\Documents\ Amplifier XE\Projects\sampl

Result location:
C:\Users\gcarlet\Documents\Amplifier XE\Projects\sampl\r@@ @{at}

lysis. Select this analysis type to analyze system performance as

=) Advanced

Duration time estimate: Between 1 and 15 minutes

Collection data limit, MB: 100 =
Slow frames thresheld, frames/s: 40

Fast frames threshold, frames/s: 100

CPU mask:

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Indicate type of profiling

-
] CA\Users\gcarlet\Documents

1. Click New TR ——
analysis button :

Eile View Help ~__
(| | '
2. Select -

Welcome New Amplifier XE Result <

profiling Tune Amplifier XE 2013
type

® Choose Analysis Type

o by i g

i Algmthm naly5|5 dentify your most time-consuming source code,
.8 Lightweight Hotspo* Unlike Hotspots, Lightweight Hotspots has lower
A Hotspots overhead because it does not collect stack

..... ﬁ' Concurrency information. It can also be used to sample all

_____ A Locks and Waits processes on a systern. This analysis type us...

=l Intel Core 2 Process.DrAr Collect stacks -
----- ,6' General Exploration .
'& M A [7] Estimate call counts ‘:‘
..... % Wemory Access J
_____ A Bandwidth [] Analyze user tasks | 4
----- ,& Bandwidth Breakdow - 1] "
@ Details Start” to

..... Hi Cycles and uOps
=+ Mehalem Analysis
iy General Exploration = MOTE: For analysis purposes, Intel -

‘ | i | b YTune Amplifier XE 2013 may adjust -

Events configured for CPL: Intel(R) Core(TI

begin
profiling

Optimization Notice
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Two Ways to Collect Data

Software Collector

Hotspots, Concurrency, Locks & Waits

Hardware Collector
Lightweight Hotspots, Advanced Analysis

Uses OS interrupts

Uses the on chip Performance Monitoring Unit
(PMU)

Collects from a single process tree

Collect system wide or from a single process
tree.

~10ms default resolution

~1ms default resolution
(finer granularity - finds small functions)

Collect on both Intel” and compatible processors

Requires a genuine Intel” processor for collection

Call stacks show calling sequence

New! Optionally collect call stacks

Works in virtual environments

Works in virtual environments only when
supported by the VM
(e.g., vSphere* 5.1)

No driver required

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Predefined Performance Profiles

Software Collector

Any x86 processor, any virtual, no driver

Basic Hotspots
Which functions use the most time?

Hardware Collector
Higher res., lower overhead, system wide
Advanced Hotspots
Which functions use the most time?
Where to inline? — Statistical call counts

Concurrency
Tune parallelism.
Colors show number of cores used.

General Exploration
Where is the biggest opportunity?
Cache misses? Branch mispredictions?

Locks and Waits

Tune the #1 cause of slow threaded performance — waiting

with idle cores.

Advanced Analysis
Dig deep to tune bandwidth, cache misses, access
contention, etc.

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Hotspots Analysis

|dentifies where your application is spending the most time
» Top functions/modules etc...
» |ncludes call stack information

= Drill down to source lines

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Hotspots Analysis

] CA\Users\gcarlet\Documents\Amplifier XE\Tachyon2013 - Intel VTune Amplifier

Eile View Help

‘Blis B b S b

Al

Welcome r002hs X

| Function
™ Hotspots - Hotspots £ 8 CPU time 2l VTune Amplifier XE 2013

& Analysis 7, Function llection Log
Grouping: h Ots pOt / CPU Function/CPU Stack - CPU Time E|

CPU Time~ ‘:/Modme « [ viewing 4 10f1 0 selected stack(s
[+ sphere_intersect 59.3% analyze_locks.exe sphere_intsl— 100.0% (0.016s of 0.0165) |

Lrrr

analyze_locks.exelvideo:next_fr...

Elgrid_intersect 22.8% analyze_locks.exe grid_inters:
[# & intersect_chjects 208% analyze_locks.exe intersect_o

analyze_locks.exe!draw_task:ope...

5 I locks. id_inters:
analyze locks.ex@ gno_inters analyze_locks.exe![TBE parallel_fo...

thb.dlltbb:internal:allocate r...
tbb.dlltbb:internal:allocate_r...

grid_bount

Thread
timeline

Thread
thread_viden ? (] Running
Thread (0x1c34) [+] duk CPU Time

Thread (0x1964)
Thread (0 df4) CPU Usage
duk CPU Time

CPU Usage

Any Process El Any Thread E Any Module

(@1 R ET A TN Only user functions E| Inline Mode:
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Hotspots Analysis — Source View

] C\Users\gcarlet\Documents\Amplifier XE\Tachyon2013 - Intel VTune Amplifie

|| File View Help
| @ s e B b S

l Welcome | r002hs X

™ Hotspots - Hotspots /A& @ Intel VTune Amplifier XE 2013

& Analysis Target Analysis Type | | 28 Collection Log| | il Summary| |*% Bottom-up| |*% Top-down Tree| | B8 Tasks »

Source ][ Assembly || | 2 @ @ B CPU Function/CPU Stack - » |
Source CPU Time ¥ Viewing 4 1of23 b sele
else if (tmax.z < tmax.v) | 0.0% | 29.3% (0.516s of 1.765s)

cur = g->cells[voxindex]; 1.2% tees

while (cur != NULL} { 0.0% analyze_locks.exelgrid...
f analyze_locks.exelinte...

if {ry->mbox[cur->obj->id] !'= ry-»3erial)
|
ry->mbox [cur->*obhj-»id] = ry-»serial; analyze locks.exelsha...
I
Selected 1 row(sk analyze_locks.exeltrac...

, analyze_locks.exelren...

ale, JoTer Thread
thread_video ((xlclc) (] Running

Thread (0x1c34) [¥] ik CPU Time
Thread (0x1964)

+| CPU Usage
Thread (0xl df4)

Muk CPU Time

CPU Usage

Any Process E Any Thread E| Any Madule

(@1 B ET A TN Only user functions E| Inline Mode:
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Concurrency Analysis

|dentifies how well your application is taking advantage of available processing
power

= Determine how much parallelism occurred during a run
= |dentify locations of high and low concurrency

= Timeline view helps visualize application concurrency

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Concurrency Analysis

Summary View

# Concurrency Hot JU ewpoint Intel VTune Amplifier XE 20

@ Analysis Target| | * Analysis Type ion Log +% Bottom-up| | % Calley % Tree| | BB Tasks and Frames

(#) Elapsed Time: 6.107s

Total Thread Count: &
Overhead Time: 0s
Spin Time: 1.909s

A significant portion of CPU time is spent waiting. Use this metric to discover which synchronizations are spinning. Consider adjusting spin wait parameters, changing the lock
implementation (for example, by backing off then descheduling), or adjusting the synchronization granularity.

CPU Time: 12.029s
Paused Time: 0s

(#) Top Hotspots

This section lists the most active functions in your application. Optimizing these hotspot functions typically results in improving overall application performance.

Function CPU Time B
grid intersect 5.360s @) OpenMP Region Duration Histogram
f This histogram shows the total number of region instances in your application executed with a specific duration. High number of slow instances may signal a performance bottleneck.
sphere intersect 3.3425 Explore the data provided in the Bottom-up, Top-dewn Tres, and Timeline panes to identify code regions with the slow duration,
SwitchToThread 0.986s5 OpenMP Region: [ thread_trace sompsparallel@unknown: 141: 158
kmp launch thread 0.874s M
grid bounds intersect 0.297s 3
. 51
£
£
(#) CPU Usage Histogram
This histogram represents a breakdown of the Elapsed Time. It visualizes what percentage of the wall time the specific number of CPUs were running simultaneously. CPU Usage may be 0

higher than the thread concurrency if a thread is executing code on a CPU while it is logically waiting. 386779

355 , . -E-?
g ! Duration Type (sec
2s L El @ Collection and Platform Info
I - E ! This section provides informatien about this collection, including result set size and collection platform data.
E1 s E‘: B Application Command Line:  CAL phtachyon_ ,_tachyon_omp.exe
] g 8! Operating System: Microsoft Windows
37 s T, 5 Computer Name: IMARUSAR-MOBL2.amr.corp.intel.com
] i o Result Size: 3MB
0.5 T = Collection start time: 17:10:13 21/07/2014 UTC
| Collection stop time: 17:10:20 21/07/2014 UTE
Ds @ cru
Neme: 4th generation Intel(R) Core(TM) Pracessor family
Frequency: 25GHz

Logical CPU Count: 4
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Concurrency Analysis

Bottom-up View

8 Concurrency Hotspots by iewpoir I Intel VTune Amplifier XE 2015
@ Analysis Target i e ection Log | | Kl Summary % Caller/Callee | | % Top un Tree | | B Tasks and Frames
Grouping:  |Function f Call Stack v |La| [ Data Of Interest {CPU Metrics) W
rViewing 4 1of 21 b selected stack(s]
CPU Time by Utilization ® Wait Time by Utilization ov.® Thre... Start ) = 2 &)
Function / Call Stack an Ove. Medule Address Function (Full) 31,8% (1.703s of 5.3605)
Didle @ Poor OCk B ideal B Over @1dle W Poor OOk [l ideal [l Over : i . !
[# grid_intersect 5.3605-:_ Os 4.527s 3_tachyon_omp.exe Cxd0cTf0 grid_intersect A
B B 3_tachyon_omp.exelgrid_intersect - grid...
[#lsphere_intersect - Os 2.914s 3 tachyon_omp.exe Oxdlacal sphere_intersect -
BSwitchToThread 0.926s [ 09855 0901s KERNELBASEdIl  0xI0047e49  SwitchToThread 3 tachyon_omp.exelintersect_objects- ...
kmp_launch_thread 0.874s [ 21045 [ 0.874s 0.008s libiompSmd.dil Ox1004b0d0  _ kmp_launch_thread 3_tachyon_omp.exelshader+0x357 - sha...
[# grid_bounds_intersect 0.297s [ Os 0.215s 3_tachyon_omp.exe Cwd0cdfl grid_bounds_intersect 3_tachyon_omp.exeltrace+ (2f - trace_re...
[#shader 0.106s | Os 0.066s 3_tachyon_omp.exe DwdD6b50 shader(struct ray *) 3 _tachyon_omp.exelrender_one_pixel+0...
[ GdipDrawlmagePointRect! 0.098s| Os 0.098s gdiplus.dil 10060336 GdipDrawlmagePointRect! 3_tachyon_omp.exelthread_trace+ (x2c0...
[ pos2grid 0.000s | Oz 0.074s 3_tachyon_omp.exe 0xd0cd10 pos2grid libiompSmd.dill_kmp_invoke microta..
Selected 1 row(s): 5.360s Os| 4.527s v
< 3 < N libiormp3imd.dill[OpenMP dispatcher]+...
T T T T 1 T 1 T ! T 1 T =
QO Qe 0.5s s 1355 25 255 3 155 45 4.55 55 555 fis Ruler Area ~
OMP Worker Thread #1 FETITTT T W W TN T P v T T T T TR T L P . (A g =
ERCTTVIRY T TR VIV RN Y YTYY WL WY e F YW e T W
omp Wgrker Thread 2 Thread =
thread_video (TID: 5712 [V R TR ITUNNDEE T T T YT VER Ve N LY Ty e T NPT
= |OMP Worker Thread 23 IV UTEEEYECTITE  CWCIETI WE WL I T PR W O o Ty W T TN T U = Running
E \WinMainCRTStartup (T %] waits
func@0x100087fe (TID: itk CPU Time
il Overhea...
= cpu Sample
] Transitions
CPU Usage CPU Usage
= .
- Huk Overhea...

No filters are applied. Any Process v I Any Thread ~ I Any Module

Any Utilization W I User functions + 1 b Inline

o
=]
<

f—
=
c
3
A
=3
o
=1
@
o
=%

=
<
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Locks and Waits Analysis

|dentifies those threading items that are causing the most thread block time
= Synchronization locks

= Threading APIs

= |/O
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| ocks and Waits View

File Project Help
b=
roo6lw [

™ Locks and Waits - Locks and Waits # @

“ Analysis Type| |2 Collection Log| | ¥ Summary| *+ Bottom-up |*+ Top-down Tree

W [#

Sync Object Wait Timev
- Function

_Call Stack (S
Wi We Dot B

:“'Mutex Dx3de2bb€[.} 25.316s 492][Uﬂkr‘|ow.r.1]. Mutex thread_trace
Ddraw_rask::operaror 25.316s _ 492 tachyon_... Mutex [Unknown]
PTBB Scheduler 10.735s [ 1 [Unknown] Constant
I Stream Oxc287898b 9.950s [T 828 [Unknown] Stream
I Stream Oxbbb17798 0.664s | 327 [Unknown] Stream

Weit | \odule | Object Type

[libX11.50.6.2]

Jhome/vtune/intel/My Amplifier XE Projects/My Amplifier XE Project - Intel VTune Amplifier XE 2011

Object Creation H

tbb:: parallel_for<tbb::blocked_rai
tbb:: parallel_for<tbb::blocked_ral

Intel 'Tune Amplifier X& 2011

Object Creation (U 5£

Current stack is 100.0% of selection

1 stack(s) selected. Viewing < 1of1

| 100.0% (0.014s of 0.014s)

tachyon_analyze_locks!thread_trace(thr...
tachyon_analyze_locks!trace_shm(scen../
tachyon_analyze_locks!trace_region(sc ...
tachyon_analyze_locks!renderscene(sc ...
tachyon_analyze_locks!r_renderscenel ...

] No filters are applied. [RegiWRT (A1) Thread: [ZX0

I> Socket Ox7b5836b3 0.013s 134 [Unknown] Socket [libX11.50.6.2] . tachyon_analyze_locks!tachyon_video:: ..
[ Mutex 0x76500717 0.010s 3 [Unknown] Mutex d.rawmg_area::»-drawmg_area tachyon_analyze_locks!video::main_loo...
rhé}:jé&éhﬁ_;&;fsn: ann 953165 403 TR B ~ltachyon_analyze_locks!main - video.cp...
£ »][« 7 » tachyon_analyze_locks!_start+0x1f30 - ...
T T T T T —
O 55 10s 155 20s 255 30s 355 '+ [ Thread
1 n n n n 1 n n n n 1 n n n n 1 n n n n 1 n n n n 1 n n 1 n n n n 1 L .
B Running
k 1 -
- Thread (0xFfif) I P [ waits
8 |tob:cinternal:rmi...| | |l ol il L I~ )
= Transition
/ .l dud CPU Time
sage luk CPU Time
Thread Concurr... —— [¥] Thread Concurrency
I« = ¥ Lk Concurrency

(ORI QLN Only user functions v
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Locks and Waits Source View

Eile Project Help
bl = a

fhome/viune/intel/My Amplifier XE Projects/My Amplifier XE Project - Intel VTune Amplifier XE 2011

ro06lw [®
® Locks and Waits - Locks and Waits %~ @ Intel VTune Amplifier X€ 2011
" Analysis Type| |28 Collection Log| | i Summary| |*% Bottom-up | |*% Top-down Tree| E analyze l... X
A R Object Creation (|
- % [#] [«] -
Line Source = Address Assembly Wa__ 1 stack(s) sel _
Didle @Poor DOk @ O Current stack ig
162 drawing_area drawing(startx, totaly-y, stopx 0x323a calll 0x804ae00 < | | 100.0% (0.014s o
163 0x323f Block 5: tachyon_analyze_|
164 // Acquire mutex to protect pixel calculation 0x323f add $0x14, %esp tachyon_analyze_|
: pthread_mutex_lock (&rgb_mutex); | 25.316s . 0x3242 pushl $0x805d544 tachyon_analyze_|
166 for (int x = startx; x < stopx; x++) { © 0x3247 calll 0x8049b10 <| 25 tachyon_analyze._|
167 color_t ¢ = render_one_pixel (x, y, local_r ] 0x324c  Block 6: tachyon_analyze_|
168 drawing.put_pixel(c); L 0x324c movl 0x805d574, tachyon_analyze_|
169 } ~  0x3252 add $0x10, %esp tachyon_analyze_|
Selected (1 row(s)): 25,3169+ Highlighted 2 row(s):|  [+] [Jtachyon_analyze |
< i *][« A ¥ 4] »|[«][+] Jtachyon_analyze_|
e 55 10s 155 20s 255 30s 355 + |[+] Thread
1 n n n n 1 n n n n 1 n n n n 1 n n n n 1 n n n n L n n n n 1 n n n n 1 n L .
[ Running
L o " i Bl - -
= Thread (0x7ff) ! | P ] Wais
E [tbbeinternat:rmi...| |l ol L IS "
= Transition
¢ i ik CPU Time
i ' [¥] cPu Usage
ey i T
Thread Concurr... i [¥] Thread Concurrency
L K — S [+] ik Concurrency
] No filters are applied. ¥ Module: JEXII Thread: jfal)| (OENRIE JUINER Only user functions =
1= | (intel) |
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Advanced Processor Analysis —
General Exploration

Predefined Analysis Type that collects different types of CPU performance
events

= Good for first look at whether any CPU event categories are affecting performance

= GUI highlights those events and functions that have performance problems

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Running the General Exploration collector

. e [ |
& C:\Documents and Settings\gcarletWiy Documents\impli Nﬂ 1 g@

Eie view Help 1. Click “New Analysis
‘@ | a—ars/’_/\ button

Project Navigatar 2| New Amplifier XE Result <
o C\Documents an. .,

& 1ava Mandelbrat

B
Tachyon

& Test é}_, gb

{&] TestConfig =1{5 Algarithm Analysis

A Lightweight Hotspots
A Hotspots

A Concurrency

A Locks and waits

2. Select
“General
Exploration”

armily Analysis [ | Collect stacks e

) Details

Events configur

A Bandwidth
A Bandwidth Breakdown
A Cydles and uOps

=-{Z Advanced Intel{R) Microarchitecture Code Mame Mehalem £
A General Exploration

MOTE: For [a]
analysis
puUrposes, [v]

A Read Bandwidth d
A write Bandwidth ER_MISSP_E;
A Memory Access BUS_TRAMS
A Cyeles and uops BLIS_TRANS_
A Front End Irvestigation CPU CLE LN =
=11 Adwanced IntellRY Microarchitecture Code Mame Sandw Bric[vl T
[« Y e oo ) |

B Choose Analysis Type Intel VTune Amplifier X€ 2011

Project Properties

-3 Get Command Line

3. Click
“Start” to
begin
profiling

Optimization Notice




CPU HW Sampling results

B General Exploration - ¢

& Analrms Target

(et

i L

ral B

ra cration & @
Analysis Type _ iﬁ Bottom-up NG Tup -down Tree | | BB Tasks and Frames

Intel VTune

arouping: IFunctiu:un 1 Call stack.

Hardware Ev ... | Hardware Ev ...

Filled Pipeline Slaks

Function  Call Stack.

(B grid_inkerseck
[+ sphere_intersect
[+ grid_bounds_intersect
[HiadipCreateSolidFill
[+ poszarid
FH[rdpdd.dll]

[# shader
[+[TEE Scheduler Internals)
[+ R.avpnk

Selr

e 1
Thread {0xb1
Thread (0xals,

CPU_CL...
THREAD

7,512,000,000
1,196,000,000
£52,000,000
246,000,000
226,000,000
20,000,000

kB fn W nTnn M ulnln}

INST_RETIRED.
AN

10,560,000,000
10,5326,000,000
f6:2,000,000
564,000,000
236,000,000
476,000,000

160,000,000

Ad OSSOt

Bad Speculation

Branch
Mispredick

Machine
Clzars

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.

Performance
problems are

anal';.fze In:n:ks Exe
analyze_locks exe
gdiplus. dll
analyze_locks, exe
rdpdd.dll
analyze_locks, exe
tob.dll

2e_|ocks. exe

Hovering over a highlighted problem displays a
tooltip with a problem definition and high level
suggestions for fixes or analysis next steps

[o]

timization Notice

highlighted

sphere_ir
qgrid_bour
GdipCreal
poszgrid
[rdpdd.dll
shaderisk
kbb:inker
Raypnkisl

—

25955

A




Agenda

Intro to Intel® VTune™ Amplifier XE
Types of Analysis
= Visualizing Report Data

Advanced Features

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Find Answers Fast gy

Intel VTune Amplifier XE 2013

@ Analysis Target Analysis Type | | H Summary s Top-down Tree| | B Tasks| | B Graphics

Grouping: [Funcﬁon J Call Stack v] CPU Function/CPU Stack - CPU Time IZ|
Viewing 4 1of82 I selected stack(s
‘ ———— CPU Time by Utilizatione ¥ 21 Overhead * g )
Function - Call Stack . @ldle @Poor [ Ok @Ideal @ Ove Time L4 | 28.1% (2.077s of 7.3945) |
Module - Function - Call Stack / dliStopPlugin - 7300 (N N 00355 Moo oo com DirectD9DLLdIStopPL.  ~
Source File - Function - Call Stack F?rEObJ.ECt::ChECkco!“smn. - s6s B 0s OgreMain.dlllOgre:HighLevelGpuProg... -
. FlreObJ.ect..ProcessFlr.eCoII|5|onsRar|ge 5.2945 [l | Os OgreMain.dilOgre:HighLevelGpuProg..
Thread - Function - Call Stack F‘Jgre::FlleSystemArchl.\.re::open 3.516s 0.016= OgreMain.dillOgresHighLevelGpuProg...
TaskM a.nagerTBE»::.\'\.’altForSystemTa sks|| 2.012s .:. 06465 RenderSystem Direct3D9.DLLdIIStopP...
OgrexTimer:getMilliseconds 1.708s ':- A significant portion of 2U time is spent in synchronization or threading overhead.
F. Ogrex:Root:renderOneFrame < 0 1.638s [ Congsider increasing tas anularity or the scope of data synchronization.
Threshold: CPU Time w “all Site Type is Overhead + CPU Time
_ & Ogre:RenderTargetiupdateStats | 0.069s where Call Site Type is nization = { CPU Time *.10)
EeleciedRioal-: i 235 1 B OgreMain.dil!Ogre:MaterialSerializer:...
L b € [ » P -
QOO Bs 27s 28s 295 30s 3ls 3, 335 < | Ruler Area
[WWinMainCRTStartup - ¥ Frame
=|  Thread (0x2648) | 5 Thread
g Thread ((x2a48) L [ Running
Thread (0:15d0) ;
v CPUT
Thread (0:29ac) i uk ‘me
CPU Usage
CPU Usane dduky CPU Time
Frame Rate
Zoom In And Filter On Selection Uk Frame Rate
Filter In by Selection

= | &

Remowve All Filters
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Timeline Visualizes Thread Behavior

7744 Transitions

duk CPU Time

Locks & Waits — Hotspots
el lel el 29.86s 29.87s 29.88 29.89s 29.95 t Ruler Area 29.94s 29,965 29.98
. = Frame _———_
WAMINMainCRTStartu. .. et ]
rhread (0x1364) 2] B Running e \S—
g [Thread (0x1360) ) waits _— e
£ [rhread (ox1379) = User Task = o Feee—
[Thread (ox1379) Transition il .
[Thread (0x1384) Thread Concurrency e
Mk Concurrency i
Thread Concurrency B
Frames over Time
‘ = >
T Frame | 57 4y Transition ) == User Task |
. Frame Transition User Task
H ove rs_ Start: 29.858<c Duration: 0.017= wiWinbainCRTStartup (kA 2d4) to Thread (0x138c) (29.899< to 29.899<) Start: 29.958s Duration: 0.018s
Frame: 72 Sync Object: TBB Scheduler

Frarme Domain: Smoken:Framework:execute()
Frame Type: Good
Frame Rate: 59.8242179

Object Creation File: taskmanagertbb.cpp
Object Creation Line: 318

Optional: Use API to mark frames and user tasks

Optional: Add a mark during collection

Task Type: SmokeiFrameWorlks:execute(): Other
Task End Call Stack: Framework:Execute

CPU Time
94.233472%

[C' bark Timeline ]
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See Event Data On Source / Asm

Double Click from Grid or Timeline

P General Exploration - Gene ) o Intel VTune Amplifier XE 2013

& Analysis Target 2 ottom-up | | % Top-down Ire 2 & fireobjec... 5%

CPI Rate lﬁg - B ﬂ CPI Rate -
Source 5 Code Source A b — |:|
e ource CPU_CLK... INSTRU... uwol o ention e ssembly CPU_CL... INSTRU...
THREAD ANY RET THREAD ANY
#else [* N0 MUTUAL FIEE COLLISTON CH 0:100060e7 1383 Jmp 0x1000&80£f0 <Block 4>

u3Z2 rangeEnd = (u32)m pFireCl Block 3:
D e & 00000 (1383 T _
1405 #Fendif /* INO MUTUAL FIRE COLLISION { / Block 4:

4 0x100060f0 1403 mowv e3i, dword ptr [ebp+0xE] 4,000,000 2,000,000
|:| 0x100060f3 1403 mowv eax, dword ptr [esi+0x344]| 4,000,000 4]

8,000,000 0 A0 01000602 1403 mowv ebx, dword ptr [eax+0x10] 8,000,000 4,000,000
. - / | 00060fc 1403 sub ebx, dword ptr [eax+0xc] 8,000,000 10,000,000

01 00060FfF | 1408 mowv edi, dword ptr [ebp+0xl10] 8,000,000 4]

LR LL LI L Y- —_— PR

Highlighted 4 row(s): || 24,000,0 ..

]

Selected 1 row(s):| 24,000,000 16,000,000 16,0 -
N » «

EI BLIGCEGE Any Thread

< [l

Mo filters are applied. JGILEN Any Process

Timeline Hardware Hl ARITH.FPU_DIV_ACTIVE el B Sl QM IS Only user functons
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Compare Results Quickly - Sort By Difference

P Choose results to compare Intel Tune Amplifier XE 2011

Result 2: ents\My Amplifier XE Projects\Smoke\l08hs\l008hs.amplxe

These results can be compared. Click 'Compare’ to continue,

Function £
|E| CPU Tirme: r00hs CPU Time: r108hs | CPU Time:Differencew Module
- Zall Stack
FireQbject:checkCellision 2237s 18.897s 34205 SystemProceduralf
BaseThreadInitThunk 29.797s N 26508 Bl 3280 ] kernel32.dll
FireQbject:ProcessFireCellisionsRange 18.882< - 17.16%9< . 1.723< l SystemProceduralf

Quickly identify cause of regressions.

=  Runacommand line analysis daily

= |dentify the function responsible so you know who to alert
Compare 2 optimizations — What improved?

Compare 2 systems — What didn't speed up as much?
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Agenda

Intro to Intel® VTune™ Amplifier XE
Types of Analysis
Visualizing Report Data

= Advanced Features
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Command Line Interface

amplxe-cl is the command line.

windows: C:\Program Files\Intel\Amplifier XE \bin[32]|64]\amplxe-cl.exe
Linux: /opt/intel/amplifier xe/bin[32]|64]/amplxe-cl
To get detailed help:
amplxe-cl —help
Get Command Line from GUI

Command examples:
1. amplxe-cl -collect-1list
2. amplxe-cl -knob-list=hotspots
3. amplxe-cl -collect=hotspot - myapp.exe [MyParams]
4. amplxe-cl —-report hotspots

=2 Get Command Line |

CLI is very useful for running The Amplifier XE as
part of Performance regression testing
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Regression Testing

Create Baseline:

$> amplxe-cl -collect

hotspots -r BaseLinePerf -- myapp.exe

$> amplxe-cl —-report hotspots —-r BaselLinePerf
Nightly Performance Regression Testing:

$> amplxe-cl -collect

hotspots —r nightlyresults -- myapp.exe

$> amplxe-cl —-report hotspots —-r BaselLinePerf -r
NightlyResults

[...]

Module Process Result 1:CPU Time Result 2:CPU Time

Difference:CPU Time
myapp.exe myapp.exe 23.141 61.531 -38.391
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Remote Data Collection

Conveniently analyze data collected on remote systems

Copy command line

Copy results file

Setup the experiment using GUI locally

2. Copy command line instructions to
paste buffer

3. Open remote shell on the target
system

4., Paste command line,
run collection

5. Copy result to your system

6. Open file using local GUI

Optimization Notice

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Tune MPI Apps Single Node Threading

Intel® VTune™ Amplifier XE Performance Profiler
Launch Intel® VTune™ Amplifier XE

= Use mpirun or mpiexec

» List your app as a parameter

Results organized by MPI rank

Review results

= Graphical user interface

= Command line report

Tune for Scalable Multicore Performance

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Using VTune Amplifier XE with Hybrid MPI + Threads

Use the command-line tool under the MPI run scripts to gather report
data

$ mpirun -n 4 amplxe-cl --result-dir ampl results -collect hotspots --
./example.exe

A results directory is created for each MPI rank
= Can use arg sets to filter on a subset of ranks

Launch the GUI and view the results for each particular rank

$ amplxe-gui ampl results.<rank#>
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Low Overhead Java* Profiling

Low Overhead & Precise Versatile & Easy to Use

" Samplingis fast / unobtrusive  « Muyltiple simultaneous JVMs

» Hardware sampling even faster :
(Now with optional stacks!) = Mixed Java /C++ [ Fortran

» Advanced profiles are unique = See results on the Java source
(cache misses, bandwidth...)

) Hotspots - Hotspots /& @ Intel VTune Amplifier XE 2013
& Analysis Target Analysis Type | | il Summary | |*% Bottom-up| |+% Top-down Tree| | B e equation... 7 Jig

[ souce_ ][ Assembly || | 52 » » CPU Function/CPU Stack -CPUTIme | v |

Sour... Source CPUTime ¥ = Viewing 4 1of 3 b selected stack(s)

3 bb=b*b: 0.603s [ | 35.4% (1.548s of 4.373s) |

32 acd = (float)4.0 * a * c; 1.4625 (I : :

33 inv_2a = (float)1.0 / {(float)2.0 * a): [ jva.exelfjava.exe] - [Unknown[U..

24 tl = -b * inv 2a: |_|; java.exel[java.exe] - [Unknawn]:[U...

35 if (BB < ac4J_ 00285 : kernel32.dll!BaseThreadlnitThunk ...

Selected 1 raw(s): 0603 ntdll.dll!RtlInitializeExceptionCha.. | _
< v o ntdll.dll!RtlnitializeExceptionCha... I—ll

Better data, lower overhead, easier to use
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Intel® Xeon Phi™ coprocessor support

Hardware CPU event profiling (CPU usage, cache misses,...)

/home/michome/rreed/projects/matrix/linux/matrix-mic - Intel VTune Amplifier

File View Help

‘@ m & =Y

Welcome | r001lh | New Amplifier Result = =
& Choose Analysis Type Intel VTune Amplifier XE 2013

A Analysis Type

A e Lightweight Hotspots - Knights Corner Platform | Copy | o Start
== Algorithm Analysis Identify your most time-consuming source code. Unlike Hotspots, Lightweight Hotspots has lower overhead when stack X
A. Lightweight Hotspots collection is disabled. Reduced overhead makes it possible to set a lower sampling interval than Hotspots (as low as 1ms d
without stacks), which is useful for locating small functions that are called frequently. This analysis type can also be used to @ Start Pause
A Hotspots sample all processes on a system. Press F1 for more details. Press F1 for more details. )
A Concumrency —
A Locks and Waits List of Intel Xeon Phi coprocessor cards: [0 |

P (& Intel Core 2 Processor Analysis
P [z Nehalem / Westmere Analysis
I [z Sandy Bridge / Ivy Bridge / Haswe @ Details

P [ Intel Atom Processor Analysis Events configured for CPU: Intel(R) Xeon(R) ES processor
~ [r Knights Comner Platform Analysis

[ Analyze user tasks

NOTE: For analysis purposes, Intel VTune Amplifier XE 2013 may adjust the Sample After values in the table below by a

A multiplier. The multiplier depends on the value of the Duration time estimate option specified in the Project Properties
A General Exploration dialag.
A Bandwidth Event Name Sample After | Event Description

b [ Power Analysis CPU_CLK_UNHALTED 10000000

P = Custom Analysis INSTRUCTIONS_EXECUTED 10000000
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Ssummary

The Intel® VTune Amplifier XE can be used to:
» Find source code for performance bottlenecks
= Characterize the amount of parallelism in an application

= Determine which synchronization locks or APIs are limiting the parallelism in an
application

= Easily find CPU performance events that are causing additional CPU cycles
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Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS". NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO
ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND
INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR
WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT,
COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors.
Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software,
operations and functions. Any change to any of those factors may cause the results to vary. You should consult other
information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of
that product when combined with other products.

Copyright © 2014, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel logo are
trademarks of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent
optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture
are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the

specific instruction sets covered by this notice.
Notice revision #20110804
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